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The purpose of this presentation 
is to summarize to what extent 
selected military capabilities can 
be improved by using Machine 
Learning techniques such as 

1. Reinforcement Learning and 
2. Image Classification.

Purpose
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RL studies algorithms for 
training agents how to take 
actions in an environment to 
maximize some cumulative 
reward.

Introduction
Reinforcement Learning (RL)
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“By taking advantage of Unity as a 
simulation platform, the toolkit enables the 
development of learning environments 
which are rich in sensory and physical 
complexity, provide compelling cognitive 
challenges, and support dynamic multi-
agent interaction.” [1]

Introduction
Unity ML-Agents Toolkit
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Intelligent fire distribution

𝑡𝑖:  combat vehicle type

𝑎𝑝: action with priority
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Intelligent fire distribution 
Unity simulation model
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Intelligent fire distribution 
Reinforcement learning with ml-agents
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Intelligent fire distribution 
Mean Reward after 1000 test episodes

Episode Reward = 

Active Blue tanks

-
Active Red tanks
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Intelligent fire distribution 
Episodes won after 1000 test episodes

Blue Win: 
if 0 active Red tanks

Red Win: 
if 0 active Blue tanks

Otherwise Draw



IC was one of the earliest 
successes of deep learning, 
which enabled computers to 
classify objects in images.

Introduction
Image Classification (IC)
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Image classification of military vehicles 

[3] 
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Image classification of military vehicles 
Creating a synthetic image dataset with ArmA3
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[2]

[2]

[2]

[2]
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Image classification of military vehicles 
Deep learning using transfer learning

The Python packages Keras 2.2.4 and 
Tensorflow-gpu 1.14.0 were used to fine-
tune [4] the pretrained network NASNet [5]. 
Test accuracy of 91% (115 test images) 

was achieved after 519 minutes training 
on a Nvidia Geforce RTX 2060.
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[6]
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Test accuracy of 71% 

(7000 test images) 

[6]



21

Conclusions

• The use of RL-methods to train agents for decision 
support tasks to control combat vehicles is 
advantageous within a simulation environment and 
promising for real-world military applications.

• Synthetic data can be used to train DNN to identify 
military vehicles in real-world images.

• We are confident that ML will decisively shape the 
future battlefield. 
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Future Work
Object Localization/Detection

[7]



23



We would like to thank 
Lieutenant-Colonel Doll, 
who is pushing the topic of 
Artificial Intelligence in the 
German Army and has enabled us 
to participate in this research.

Acknowledgements

24



Questions?

Visit the GitHub repository
https://github.com/UgurUysal86/MLS4MIL
for further information

https://github.com/UgurUysal86/MLS4MIL
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